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WHAT IS SENSEPEDIA N Ejii

SensePedia is a question-and-answer system based on documents and knowledge bases,
capable of quick question answering, document analysis, and reference cross-checking

Powered by Large Language Model (LLM) & Retrieval-Augmented Generation (RAG) technology.
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General Chat Document Knowledge




Chat Search chat name

ERAEAM T B
20260324 093141

ATURE

« Continuous Conversations
* Prompt Customization

* Web search

« Multimodal Capabilities

« Chain-of-Thought

+  Supports Cantonese/Traditional Chinese/Simplified Chinese/English Input

.w.dh GeneralChat  Document Chat  Knowledge Base Chat ® @ @ Pedi.
Chat Search chat name
1 AL (Osaka Castle ) : s ' .
2 R (Dotonbort) : —. . What factors contribute t ...
foEe ) AFEIIER - 2025:03-24 095432
3 M (Shinsaibashi ) : EXS—EMAEE  ASASWERD  SERINEFE
HASEEE

Japan) :
HER - AOOHESERIER -
5 ABUSMR (Osaka Aquarium Kaiyukan ) : ERSSFREAMNERZ— AESEE

E L

6. EEXAM (Umeda Sky Building ) : EZHEITEEERS  TUFEINESE
aE

7. #4754 (Kuromon Ichiba Market ) : EX & —EF 2%
AEREEERR -

§ REAM (Nara Park) : . A
EEMEr=H . CSTLEENenBERTT

Ais

+ BLiHEEE

B & Tr WebAcces B New Session

Jask me anything, 50 mor than 4000 word “

° Thinking for 40 secpnds

Okay, 50 1 need 1o figure out why short-term and long-term U.S. bonds have different iterest rates
Let me stant by recalling what [ know about bonds. Boods are loans that investors make to the
govemment, fight” The U'S. Treasury issues them, and they come with different matusity dates. Shost
term bonds mught be like 1-3 years, and long-term could be 10 or 30 years. The interest rates, of yields,
on these bonds are different, but why?

‘Henm, | remember something about the yield curve Normally, loag-term bonds have higher interest
rates than short-term ones because you're locking your money up for longer, 50 you want more
compensation for the risk But sometimies the yield curve invets, meaning short-term fates are higher
So there must be several factors at play hese

First. maybe inflation expectations? If people expect inflation o ise in the fimure, leaders would
‘higher sntesest rates for long-terms bonds to compensate for the loss of purchasing power over

time That makes sense_So if inflation is expected 10 g0 up, long-term rates woald be higher than

short-term. But if inflation i expected to stay low or decrease, maybe the difference isn'tas big.

‘Then there’s the risk premium. Longer-term bonds are riskier because there's morc uncertainfy over 3
Jonger period. The economy could change, interest rates conld fioctuate, or the rssver's
creditworthuness might change. So ivestors want 2 higher yicid for taking on that additional risk.
‘That's called the term premium, | think

Also, the Federal Reserve's monetary policy must influence short-term rates. The Fed sets the federal
funds rate, which affects fates on short-term Treasuries. If the Fed ratses rates to combat inflation,
short-term bond yields o up. But long-term bonds might be more infibenced by market expectations
of fture economic growth and inflation rather than the current Fed policy

Another factor could be supply and demand. If the government ssves more long-erm boads, the

increased supply might push their prices down, which would increase yields. Coaversely, if there's
h emand for long-term bonds, maybe because imvestors want safer, long-erm assets, yields could

Economic growth expectations might play 3 fole oo, If the economy is expected to grow rapidly

investors might expect higher interest rates i the future 10 prevent overheating, leadzng to higher loag-

B & Tr WebAces

Ask me anything, no mwoce than 4000 wor

Engage in conversations on a wide range of topics, including history, science, and more.

B New Session
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PRODUCT FEATURE

Document

D

Upload document, SensePedia will generate an abstract and allow users to ask

questions about the document, providing detailed and relevant answers.

Chat

SensePedi

Doc List

+ Upload

Drop PDF/DOCY/MD hers
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Provided proper attribution is provided, Google hereby grants permission to

reproduce the tables and figures in this paper solely for use in journalistic or
scholarly works.
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Abstract

‘The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
Iess time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best resulis, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new single-model state-of-the-art BLEU score of 41.8 after
training for 3.5 days on eight GPUs, a small fraction of the training costs of the
best models from the literature. We show that the Transformer generalizes well to
other tasks by applying it successfully to English constituency parsing both with
large and limited training data.

The Abstract of Attention Is All You Need.pdf

The Transformer model, introduced by Vaswani et al., represents a significant advancement in sequence transduction models
by relying solely on attention mechanisms, eliminating the need for recurrence and convelutions. This architecture, which
Includes an encoder and decoder with multi-head self-attention and point-wise fully connected layers, allows for substantial
parallelization and faster training times. Experiments on machine translation tasks demenstrate superior quality and efficiency,
setting new state-of-the-art BLEU scores on WMT 2014 English and English-to-French

Transformer’s generalization capabllities are further showeased through successful application to English constituency
parsing.

Regenerate

introduce the Transformer model

o The Transformer model is a novel neural network architecture that is designed for sequence
~to-sequence tasks, such as machine translation and text summarization. It is based on the
concept of self-attention and does not rely on recurrent neural networks (RNNs) or convolu
‘tional neural networks (CNNs), which are commonly used in sequence modeling.

The key Teatures of the Transformer model include:

1. Self-Attention Mechanism: Unlike RNNs that process data sequentially, the Transfor
mer uses self-attention to weigh the significance of different parts of the input data.
This allows It to capture long-range dependencies in the data and parallelize the com
putation, making it more efficient.

2. Encoder-Decoder Structure: The Transformer follows the typical encoder-decoder st
ructure, where the encoder processes the input sequence and the decoder generates
the output sequence. Both the encoder and decoder are composed of multiple layers
that include self-attention and feed-forward neural networks

@

. Multi-Head Attention: Instead of using a single attention mechanism, the Transforme:
r employs multi-head attention. This involves projecting the queries, keys, and values
into multiple subspaces and performing attention operations in parallel. The results ar
@ then concatenated and linearly transformed to produce the final output.

»

. Positional Encoding: Since the Transformer does not inherently capture the order of t
he seauence. nositional encodinas are addad to the innut embeddinas to brovide info
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Support PDF, MD, And DOCX
Formats

Document Preview
Automatic Abstract Generation

Document-Based Conversation
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Q&A based on defined knowledge base, provides answer references with document
previews and relevant paragraphs

- Create Custom Knowledge Base, Including PDF/MD/DOCX Files
« Start Chat By Selecting Knowledge Base

+ Reference cross checking

- Supports Cantonese/Traditional Chinese/Simplified Chinese/English Input

« Chain-of-Thought
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Prompt LLM Service

Engineering

LLM Generated Contentl

Content Moderation
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Create customized knowledge base before utilizing the Knowledge Base Chat

* Support PDF, MD, And DOCX Formats
+ Supports automatic document parsing and segmentation with manual verification.
+ Supports uploading specified format XLSX files for Questions & Answers list.
* Supports selecting uploaded documents for knowledge base creation.
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User Permissions System

« Superadmin: Can create admin accounts, configure system parameters, and set
welcome messages.

« Admin: Can manage documents and knowledge bases, and create regular user
accounts.

« User: Can use the knowledge bases created by Admins for Q&A.

The system allows flexible configuration of welcome messages and quick question cards.
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COMBINATION N i

Scenario LLM

RAG

On-Premises
SensePedia

On-Premises
SenseChat-Turbo
Standard DeepSeek 7B/14B Distilled +
QwQ 32B

HKSTP HPC

HKSTP HPC Cyberport AISC
Saas Cyberport AISC
SenseCore API




PRODUCT ARCHITECTURE

M Bl
Open API J cenetime
Application  uyser Sﬁneral ‘Eﬁpcument aowledge Base
Interface at Chat at
( ) ( )
LLM Service Embedding Service
; o g
RAG Document Parser Retrieval Service
: - g
File Management Knowledge Base Management
System Config Log Management
Embedding

Model
LLM



Nvidia A100 for LLM

Operation System:
Ubuntu 20.04.6 LTS

GPU:

NVIDIA A100-SXM4-80GB

- SenseChat-Turbo/ DeepSeek
7B/14B Distilled/QwQ 32B: 2-
card

« SenseChat LLM: 8-card

CPU:

Intel(R) Xeon(R) Platinum 8358P
CPU @ 2.60GHz * 2

sockets 32*2

Disk

« Diskl for operating system:
512GB SSD *2 (RAID 1

» Disk2 for model: 1T NVME SSD * 3
(RAID 5)

Memory:
« 1T DDR4

HARDWARE CONFIGURATION

Huawei 910B for LLM

Operation System:
EulerOS 2.0 (SP10)

GPU:
910B 64G VRAM * 8
- SenseChat-Turbo/ DeepSeek
7B/14B Distilled/QwQ 32B: 2-
card
« SenseChat LLM: 8-card

CPU:
Kunpeng-920* 4

Disk

« Diskl for operating system:
512GB SSD *2 (RAID 1

« Disk2 for model: 1T NVME SSD * 3
(RAID 5)

Memory:
« 1T DDR4

N i
- sensetime

NVIDIA for RAG &
document parsing

Operation System:
Ubuntu 20.04.6 LTS

GPU: NVIDIA A100-SXM4-80GB * 1/
NVIDIA A40-48GB * 1/ NVIDIA-L20
*1/ NVIDIA A10-24GB * 2/ NVIDIA
T4-16GB * 4

CPU: Intel(R) Xeon(R) Gold 6278C
CPU @ 2.60GHz * 1 Sockets 26*2

Disk

« Diskl for operating system:
512GB SSD *2 (RAID 1

« Disk2 for model: 2T NVME SSD *
3 (RAID 5)

Memory:
« 1T DDR4



USE CASE: Al ASSISTANT @ HK INSURANCE COMPANY

Value Proposition

* Methodology
Leveraging customer files to
develop an all-in-one knowledge
center and activate the data in
daily use

« Competitive Advantage

Strong capability of

Cantonese with robustness

Professional data process,
model training and

deployment

GenAl with professional

& Profound understanding of
support

« Project Value
Vertical LLM application helps
decrease professional labor cost.

Product Feature and SPEC

Deliverable
POC: Conduct a knowledge center based on the
files provided, and build up an Al Bot using RAG

Deployment model
Cloud based

Capability

User will ask questions in natural language and
get answers and precise reference from the Al
Bot without illusion.
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The customer is one of the most
prestigious insurance companies in
Hong Kong.

Starting from a single file, the project
is gradually involving 115 files
covering main types of Insurances
like Accident, Health, Disability,
Critical lllness and Death.

The project will potentially benefit
thousands of the employees and
agents as the scope is expanding.



USE CASE: Al BOT @ TELECOMMUNICATIONS COMPANY (U i
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Value Proposition Product Feature and SPEC
Methodology « Deliverable
Leveraging Al BOT to generate quick POC: Q&A Al BOT for the call center at Whatsapp

and accurate answers to gradually
decrease human labor at the call
center

* Deployment model
Cloud based

« Capability

Competitive Advantage
By finetuning LLM, the direct usability rate of

: . o + The customer is one of the largest
o Generative Al was increased significantly, telecommunications companies in

Cantonese with robustness surpassing GPT4 and it's still growing. Asia.

Methodology | LLM Evaluation Round 4 . .
Professional data process, picsunssnes NI e iax i ey e  Their call center team comprises
model training and concanen [TTTCTRR veoioor e over 6,000 service personnel, serving
deployment mm

not only their own company but also
N — — =1 providing services to other

o, el companies, well-known among

| | customers in the Asia-Pacific region.

uuuuuu ol Average

e 2.0 127 71 3.4

GenAl with professional

ﬂ Profound understanding of
support

Relevancy 88.35 89.34 89.69 82.96

Project Value

Purely based on call center
scenarios, increase modal
understanding towards Cantonese,
raise the direct usability rate.




USE CASE: DOCUMENT PREPARATION @ HK GOVT M Bl

sensetime

.......... L i
They face heavy workloads of text processing in reading and S |

writing documents. Seek to enhance their document

preparation process through the adoption of Al Assistant : :

Challenges
Need to increase productivity by automating the generation

of documents while ensuring compliance with the latest L

standards and maintaining confidentiality D et CICEE

Solutions _ = ey

Built a comprehensive knowledge database trained on -  ESEEEE | .
relevant documents with LLM model, and features for - | Fe=rdr

compliance checking and document drafting = . —




SENSEPEDIA DEMO N i

SensePedia ®

SensePedia
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